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A BSTRA CT 

This is the first in a series of reports documenting the Virginia Department 
of Highways & Transportation line source model for predicting carbon monoxide 
concentrations within the microseale environments of highways. The purpose of 
this first report is to provide a detailed introduction to and verification of the 
theoretical development of A IRPOL-4, a true Gaussian formulation enhanced 
by several theoretical and computational innovations. 

These innovations establish A IRPOL-4 as a major advancement in the 
field of air quality modeling. Specifically, the mathematical development of 
the conceptual aspect of the model demonstrates AIRPOL-4's ability to correctly 
analyze 

1. receptors upwind of a roadway, 
2. all wind speeds >_ 0, 
3. any sampling interval, 
4. urban environments, 
5. all traffic speeds > 0, and 
6. at grade, cut, and fill geometries. 

Furthermore, the-algorithmic development of the model firmly establishes 
A IRPOL-4•s position as a very efficient and very accurate model. 

The second report .in this series provides the definitive experimental 
evidence of AIRPOL-4•s prepotent predictive performance and cost effectiveness. 
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THE THEORY AND MATHEMATICAL DEVELOPMENT OF AIRPOL-4 

by 

William A. Carpenter 
Research Engineer. 

and 

Gerardo G. Clemefia 
Research Analyst 

INTRODUCTION 

Motor vehicles are a major source of carbon monoxide (CO) pollution. 
Consequently, CO concentrations are often highest in the vicinity of highways. 
Because of the potential health hazard that CO from future highway developments 
pose, it is desirable to have a reliable means of estimating expected CO concen- 
trations near proposed highways for any combination of traffic and meteoro- 
logical conditions. 

At present, there.are several mathematical models available for 
estimating CO concentrations in the vicinity of a highway. Based on their 
approach, these models can be classified into two general groups" those'that 
use the mass-conservation equation (K theory), (1, 

3C ;)2 
U • = Ky • + Kz .•2 C 

3 y2 3 z2 (I) 

and those that use various modifications of the basic Pasquill-Gifford C, aussian 
plume equation for point sources, which is a special case solution of the mass- 
conservation equation, (3, 4, 5, 6, 7, 8, 9, 1 0) 

__q___ 
, 

l,.e aY.. e[-•\ 0:Z 
.+..e 

[-•\ 0"•/ J I (2) C = 2• P •Y * •Z 
where C is the pollutant concentration; 

p is the mean wind speed in the x direction; 

x• y and z are Cartesian axes; 

•y and Kz a•e the eddy diffusion coefficients in the y and 

z dimections 

Q is the pollutan• emlssion #ate; 

• and • are the standard deviations of the distribution of 
y z plume concentration in the horizontal and vertical 

directions; and 

h is the effective source height. 



Of these two approaches, the first has much greater theoretical versatility. 
It can take into account complicated cases such as complex topography and 
horizontal and vertical differences in meteorological variables. However, it 
requires much greater computing time, and input data that are, in practice, 
indeterminant. On the other hand, the Gaussian approach is simpler, easier 
to apply, and the input data required are readiiy available. Thus in practice, 
the Gaussian approach is the most widely used. 

Although the Gaussian formulation for a point source, equation 2, can 
readily be extended to a line-source formulation by integration over the line 
source, the resulting integral equation has no analytic solution. (11) /•s a 
result, the designers of many so-called Gaussian models have employed gross 
simplifications and assumptions to reduce the integral to an analytic equation, 
which has resulted in operative but hardly justifiable models, while others have 
applied general purpose numerical techniques, a costly and often inaccurate 
approach, in the search for a solution to the integral form of the Gaussian 
formulation. These and other difficulties with available Gaussian models 
persuaded the Virginia Highway & Transportation Research Council to develop 
AIRPOL-4, a cost effective and versatile Gaussian formulation. (12, 13, 14) 
This report details the concept and mathematical development of that model. 
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THE GAUSSIAN FORMULATION 

This section of the report develops the basic geometry and calculus 
necessary to express CO concentrations at a receptor, either upwind or downwind 
of a uniform continuous line source, using a Gaussian formulation. The 
discussion assumes an understanding of the. basic Gaussian formulation. 

Consider the Euclidean coordinate system shown in Figure 1. It 
consists of the three perpendicular axes, P, DIST, and Z, aligned such that the 
DIST axis is parallel to the wind direction vector and the Z axis is perpendicular 
to the earth. In this system, positive DIST is measured upwind and positive 
Z is measured .upward from the surface of the earth. Within the framework 
of this system, equation 1 implies that for a point source located at (p, dist, h), 
and a receptor located at (0, 0, z), the CO concentration at the receptor is 

I 
.e +e 

2•rla Op Oz 
0, for dist < 0 

.where: 
Q is the source CO emission rate, 
l• is the mean wind speed, and 

are functions of dist and atmospheric stability. Up, O" z 

Now consider Figure 2. Here there are two Euclidean coordinate 
systems, a roadway, assumed to be a uniform, continuous line source, a 
receptor, and a wind direction vector. The receptor coordinate system, 
or the P, DIST, Z system, is the same as that in Figure 1. Within this system 
the receptor coordinates are (0, 0, Z)receptor. The roadway coordinate system, 
or the D, R0 H system, is oriented such that the R axis coincides with the 
roadway, the positive H axis emanates from the earth's surface, positive D 
is measured on the downwind side of the roadway, and the receptor lies in the 
DH plane. The observer location relative to this system is (d, 0, Z)roadway. 

Given this information and a, the acute angle between the roadway 
and the wind vector, it can easily be determined that the roadway coordinate 
system may be mapped into the receptor coordinate system by a 
.transformation T: (0, r, h)road 

a 
--'--•(P' dist, Z)recepto 

r. 
The 

mathematical form of this trans•o•/mation is defined •y 

p :-d* cosa +r* sin a,:.. (4) 

dist d* sin a +r* cos a, and (5) 

z= h (6) 

(3) 
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The advantage of•using these two coordinate systems and this trans- 
formation is that they permit equation 3 to be directly applied to each roadway 
point to determine the contribution of that point to the pollution at the receptor. 
The total pollution at the receptor may then be found by integrating equation.3 
over all. roadway points having noaaegative DIST coordinates ia the receptor 
coordinate system. 

Assuming that the road is nearly parallel to the surface of the earth 
so that h will be nearly constant, this integration may be expressed as 

QL 
C :2•u e , e +.-e: dr ;,7•w, 

g g 
M P z 

where QL is the uniform line source emission rate. 

The upper bound of integration, ULENGH, is specified by simple 
definition, i.e., the distance the roadway extends, in a nearly straight line, 
upwind from the point (0, 0, h)roadway. The lower bound, M, is found by 
first determining M', the distance between (0, 0, h)roadway and 
(0, -d • tan (a), h)roadway, the intersection ofthe R and:P axes. The latter 
point is the natural lower bound of integration since, as equation 5 demonstrates, 
it is the greatest lower bound of all roadway points having nonnegative DIST 
coordinates in the receptor coordinate system, However, the possibility 
that this point wiil lie farther along the R axis than the road actually extends 
must be accounted for. Notice that since the receptor is downwind of the road, 
which implies d >_ 0, and since 0°_< a < 90 ° equation 5 requires that M' < 0 
Therefore M must be defined as M max (M',-DLENGH), where DLENGH 
is the distance the roadway extends in a nearly straight line downwind from the 
point (0, 0, h)roadwav. Thus if equation 7 can be solved, the pollution level 
at a receptor on the ffownwind side of a roadway can be predicted. 

Now the discussion is extended to include a receptor on the upwind 
side Of a roadway. Figure 3 illustrates a receptor upwind of a roadway source. 
By the same geometric arguments as were employed for the downwind 
observer case, it can be seen that equations 4, 5, and 6 again define the mapping 
of the roadway coordinate system into the receptor coordinate system. Thus 
equation 3 may again be used to determine the contribution of any roadway 
point to the total pollution at the receptor, which implies that equation 7 again 
determines the total pollution at an upwind receptor when the bounds of 
integration are chosen so as to include only those roadway points having non- 
negative DIST coordinates in the receptor coordinate system. 

ULENGH, the upper bound of integration, is determined as it was in 
the downwind receptor case, by simple specification. The point 
(0, -d • tan (a), h)roadwav the intersection of the R and P axes, is again 
shown by equation 5 to be •lhe greatest lower bound of all roadway points 
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having nonnegative DIST coordinates in the receptor coordinate system. 
However, since the receptor is now upwind of the road, which implies d < 

equation 5 shows that M', the distance from (0, 0, h)rondwn_v to 
(0, -d • tan (d), h)roadwav, must be M' > 0. Therefo•-l•-for an upwind 
receptor must be defined as M min (M ULENGH). 

Consideration" of the upwind formulation versus the downwind. 
formulation reveM• that for the same absolute roadway to receptor distance, 
Id •, M U >_M D. Also forany roadway point contained in both intervals, 

dist]j distD, which• is reassuring since the upwind and downwind sides of a 

roaaway should be indistinguishable at a 0 °. 

In this section it has been shown that there exists a single Gaussian 
formulation capable of expressing CO concentrations at receptor points either 
upwind or downwind from a uniform continuous line source. The next section 
will. describe a simple and inexpensive technique for evaluating that formulation. 
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0 
Z 

ROAD 

CASE = 
Downwind 

p =-d * cos(a) + r • sin(a) 
dist = d ,sin(a) +r ,cos(a) 

ULENGH 

CO(RECEPTOR) • CO(dROAD) 
M 

RECEPTOR 

Figure 2. Geometric treatment for downwind receptor. 
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CASE • 
Upwind 

p =-d • cos(a) + r • sin( 

dist = 
d ,sin(a) +r,cos(a} 

ULENGH 

CO(•ECEp•O•t -- 
CO(d•Oa•/ 

RECEPTOR 

ROAD 

+R 

+D 

Figure 3. Geometric treatment for upwind receptor. 
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EVA LUATING THE GA USSIAN LINE SOURCE FORMULJITION 

As noted earlier, equation 7 has no analytical solution, (11) and 
numerical integration generally requires a great deal of expense. However, 
this section will demonstrate an inexpensive mathematical technique capable 
of evaluatingequation 7 accurately. 

An examination of the integrand in equation 7 reveals that in the 
neighborhood a• 90 °, it behaves much like 

g(r) ae 

(ar)2 
(8) 

which implies that in this range, it and its even derivatives reach their extremes 
in a neighborhood of r•p•0, and that they decay exponentially away from p• 0. 
It can also be noted that in the neighborhood a • 0 °, the integrand behaves much 
like 

2 

h(r) =•- (9) 

which implies that it and its even derivatives reach their extremes at 
r=•>0. 

Further analysis ofthe integrand demonstrates that these properties 
extend to a simple characterization of the integrand over the entire ranges of 
a and d. In •)articular it. can be observed that even though the integrand m•y 
not reach its maximum at p 0 for all a, .it at least does so in a .neighborhood 
of p 0, whenever this neighborhood exists. Furthermore, in this neighborhood, 
its derivatives may be estimated within two orders of magnitude by those of 
equation 8. Also it can be observed that when the p 0 neighborhood does not 
exist, i.e., in the upwind observer and a • 0 ° cases, the integrand and its 
derivatives reach their maximums in a neighborhood of r M. Furthermore, 
in this neighborhood, the integrand•s derivatives are estimable within two 
orders of magnitude iby those of equation 9. Finally it can be observed that 
the integrand•s derivatives decay rapidly away from either of these neighborhoods. 

These observations constitute a characterization, although not a detailed 
one, of the integrand in equation 7. This •lack of detail•.)however, ,presents no 
real problem. Even though a perfect characterization of the integrand is not 
available, it is known in which two neighborhoods it will be particularly trouble- 
some to evaluate and that outside these neighborhoods it will be relatively easy to 
evaluate. Thus the application of expensive techniques to easily evaluated 
intervals, a primary impediment to efficient numerical integration, can be 
avoided by employing a specialized segmentation technique over the range of 
integration in conjunction with an approp•'iate numerical method. 
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The particular numerical technique selected was the Cote's method 
of order six, C6, which is in effect a sixth order polynomial approximation 
of an •ntegrand over a given interval, having an error term of 

e 6.4. 10 -10 * (b-a) 9 
• 

•.8 (•) for •e(a,b) (I0) 

where f (.) is the integrand, f 8 (.) is its eighth derivative, and (a, b) is .the 
interval of integration. (15) {26 was selected in preference to other techniques 
because of its ability to yield acceptable errors for the fewest number of 
calculations for equation 7 when used in conjunction with the segmentation 
technique described below. 

The most difficult intervals to integrate numerically are those 
containing extreme points and large higher order derivatives, while the 
simplest are those over which the integraad•s derivatives approach zero. 
Therefore, the most fruitful segmentation.techniques for. equation 7 are those 
which produce concentrations of interpolation point-s in the p.•0 and r• M 
neighborhoods. The specific technique used in A IRPOL-4 is to divide the 
total interval of integration into twelve subintervals, two each of length 1 meter 
covering the interval from M to M + 2 and tea covering the remaining range of 
integration with five oneither side of the point p 0. When the point p 0 
is not an element of (a, b), these ten are split with five on either side of the 
midpoint of (a, b). The lengths of these ten subintervals increase away from 
the point p 0, or the midpoint, in the ratio of 1:2:3:5:10, under the restriction 
thatthe first':four on either side have maximum lengths of 10, 20, 30, and 
50 meters while the last one on either side is unconstrained. The number, 
lengths, and l•catioas of these subintervals were determined from the 
criterion that the maximum integrationerro-r should result in no more than 
approximately •0..02 ppm. CO prediction error for a superposition of three line 
sources, which transiates to an error of approximately •0. 007 meters for the 
integral in equation 7, or approximately +6 * 10 -4 meters for each subinterval. 

In defining this segmentation technique, f 8(. in equation (10) was 
estimated as ( ) 
which is approximately 

(11) 

f8 (.)• max 256 .e 
],• I•a• 

.e .•24. (12) 

where a .• (o 
y + o z)" 



With this approximation for f8(. )the above defined subintervals provided the 

necessary integration accuracy with a minimum safety .factor of about two 
orders of magnitude which, given the uncertainty of f8 (.), was considered 
acceptable. 

In summary, to obtain an error bound of +0.02 ppm CO for a 
superposition 

of three lane groups, th.e technique employed by A IRPOL-4 requires the calculation 
of only 72 data points from the line source. Any polynomial type integral 
approximation which uses fixed interval lengths would in the general case require 
approximately six data points per meter of line source to achieve this same 

accuracy. Thus, for a roadway length of about two kilometers the A IRPOL-4 
technique would be on the order of 200 times more efficient than a fixed interval 
technique yielding the same accuracy. Furthermore, compared to progressive 
fixed interval techniques, such as the Simpson•s Rule with successive bisection, 
which has the potential to completely miss the extreme point/high derivative 
subinterval before termination, this specialized segmentation technique with C6 
is potentially more accurate as well as more efficient. 

With the basic model to be used and the numerical •echnique for evaluating 
that model established, consideration is next given to thedetails necessary to 
complete the model. The next section examines the problems of determining 
stability class and evaluating the dispersion parameters O y 

and • z. 
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ATMOSPHERIC STABILITY AND THE GAUSSIAN 
DISPERSION PARA METERS 

Gaussian dispersion theory is based on the premise that pollutants are distributed normally in the vertical and horizontal directions about the center- 
line of the plume from a point source. Thus the proper determination of •3and • the stan(]ard deviations of dispersion in the horizontal and vertical 

•., d•rections, is central to any effective implementation of the Gaussian theory, 

The.first.step in evaluating these dispersion parameters is to determine 
the prevailing atmospheric stability class for the time period of interest. Two 
simple techniques for determining stability class, Turner's method(16) and a 
slightly modified Pasquill method(17), 

were evaluated for use with AIRPOL-.4. 
The Pasquill method was found to be substantially ,superior to the Turner 
method. A third method, that of directly measuring the variability of wind 
flows in the vertical and horizontal directions, would actually be the most 
effective technique; however, it cannot be used in normal applications of the 
model since such wind data are not typically available. Thus, AIRPOL-4 is 
designed to perform using Pasquill stability estimates on the strength of their 
superior performance and the availability of data for typical predictive 
applications. 

However, it must be emphasized that the model's performance is limited 
by the inability of either PasquilI's or Turner's method to yield values of the 
dispersion parameters in good agreement with measured wind variabilities. 
This is a problem common to all Gausstan models and would thus be a fruitful 
area in which to conduct further research to improve the performance of this 
class of models. 

The second step in determining the dispersion parameters is to establish 
the functional form of g, (CLASS, DIS"r) and gz (CLASS, DIS"r). Turner, in 
reference 5, presents l•asquill's;graphs of gy and gz for stability classes A 
through F and plume centerline distances from 0.10 to 100 kilometers. However, 
a major area of interest when predicting highway generated air pollution is the first 
100 meters from the roadway. Thus some method of extrapolating Pasquill's 
curves must be found. 

AIRPOL-4 incorporates the method employed by Zimmerman.and 
Thompson in the HIWAY model. (8) The essence of this technique is the 
extrapolation of the g_ ,. • curves to the values g 3.0 meters and gz 1.5 meters 
This extrapolation detYermines the distances at which these •., g z 

values were 
achieved for each stability class. These distances may then•)e used as offset 
parameters in the functional expressions for g_v and g 

z. 
This method thus 

yields final functional forms of gy (CLASS, DIST + OFFSETcLASS), and 
•z (CLASS, DIST + OFFSETcLASS) which have been found to perform reliably 
in A IRPOL-4. 



Although this technique is basically reliable and should provide conservative 
CO •timates, 8, 14) 

one must be cognizant of the fact that it is nothing more 
than an •xtrapoIation of PasquiII•s empirical data down to the exiguous EPA 
data indicating •y.• 3.0 m•ters and •z • 1.5 meters at the edge Of the mechanical 
mixing cell. Furthermore, the technique is nondeterministic as evidenced by 
the fact that the C•y and •z values in HIWA Y and A.II•POL-4 are not the same. 
This al•parent anomaIy results from the employment of extrapolation and curve 
fitting techniques of differing precision. 

Thus it is seen that •. and •z are at best only estimates of the true 
dispersion parameters when •he Gaussian assumption of no localized eddy 
effects is met. This problem is common to all Gaussian models and should 
receive serious research consideration. It is unlikely that there will be any 
more major advancements in Gaussian pollution modeling until a more reliable 
method of determiningdispersion parameters is found. 

Another problem of Gaussian modeling relating to the determination of 
•y and •z is that tiasquilI•s curves are intended to define dispersion parameters 
over open rural country for time intervals of 3 to 10 minutes. Typically one 
wants to apply a model such as AII•I•OL-4 to an urban area for time intervals 
other than 3 to 10 minutes. Fortunately, this problem has • mathematical 
solution, which is presented in the next section. 
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DISPERSION PARAMETERS AND SAMPLING TIMES 

Prevailing winds vary with time on both macro-and microscates, 
Over short time intervals macro variation is nearly zero, leaving the micro 
variation as the primary contributor to ¢rv. However, for larger time 
intervals macro vai'iation has a slgnificarit effect on horizontal dispersion. 
Thus, since the Pasquill curves for Cry are based on 3 to 10 minute 
sampling times, they ignore much of the effect of macro wind variations in 
the horizontal for longer sampling times.. 

Turner(5, 19) discusses this problem althoughhe 
never constructs 

a general case mathematical solution to it. He does, however, provide the 
insights neeessar• to develop such a solution. He cites empirical results 
for constant mean•wind direction relating plume centerline concentration to 
sampling time. These. results indicate that for any two sampling times the 
ratio of the time averaged centerline concentrations will be an inverse power 
function of the ratio of their sampling times. 

Equation • reveals that the ratio of two plume centerline concentrations 
reduces to the inverse ratio of their respective •r. • •r z 

products.. If one assumes, 
as Turner suggests, that •z is nearly constant wt•h time, then the ratio of cry 
values for two different sampling times will be a power function of the ratio 
of their sampling times (see equation 13) and that alt the variation in concen- 
tration with sampling time will be attributable to the variation in Cry. 

Thi.s deduction now permits the determination of the concentration 
variation with sampling time for receptor points other than those on plume 
centerlines and thus for receptors affected by line sources. This determination 
is accomplished by merely adjusting Pasqutll•s Cry values using a power 
function of the ratio of sampling times and calculating CO concentrations based 
on the revised values of Oy. Thus all that remains is to properly define 
these power functions. 

The most interesting approach cited by Turner(19) is one expressing 
the power law for plume centerline concentrations in terms of atmospheric 
stability class. Algebraic manipulation to extend this approach to the general 
case yields 

2 T2 

1 

(13) 

where the suggested values are 
P =0.65, for ClassA, 
P 0.52, for Classes B & C, and 
P 0.35, for Class D. 
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However, this relationship still does not provide the total correspondence with 
stability class which the present authors felt was necessary. Therefore, 
interpolations and extrapolations were made using an increasing interval technique 
to determine the dependence of P on stability class. The resulting values of 
P are 

0.65, for Class A, 
0.56, for Class B, 
0.46, for Class C, 
0.35, for Class D, 
0.23, for Class E, and 
0.10, for Class F. 

This technique can thus be used to convert (•)T to (• •) 
•, 

where T 1 is Y YT 
the time base for the given •. values and T 2 is the actuall requ•re• sampling time. 
However, T1 is not welI-defi•ed. PasquiIl's curves are intended for T1 3 
to 10 minutes, which is too indefinite for use in equation 13. Also it will be 
recalled that Pmsquill's curves are for •v and •z over open rural countryside 
whereas highway air pollution predictionaare typically required for urban 
areas and such environments tend to have characteristically higher atmospheric 
turbulence. 

Consideration of equation 13 reveals that increasing T 1 tends to correct 
Pasquill•s curves to those expected for-an urban environment. Thus to account 
for this possibility, values of T1 from 3 to 60 minutes were empirically examined 
to determi.ne an optimal value. -The resulting optimum was found to be 
T 1 15.5 minutes, which, as expected, is larger than Pasquill•s 3 to 10 minutes 
due to the change in environment. Thusthis led to a rather simple mathematical 
technique for enabling/•IRPOL-4 to adjust Pasquiil•s curves from those for 
rural environments with 3 to 10 minute sampling intervals to those for urban 
environments with a sampling interval T 2 minutes where T 2 may be 
specified by the user. 

The reader may be concerned that only •v. has been adjusted while 
Oz has been unaltered. Turner states that variation in the horizontal wind 
direction is the primary cause of CO variation with sampling time. He does, 
.however, concede that for unstable.atmospheric conditions some macro variation 
in vertical wind direction may occur, but no empirical results are cited. 
Therefore it is felt that the safest approach would be to ignore macroscale 
vertical wind variations, because there were no data available and these 
variations are not the primary cause of CO variation with sampling time. 

In the next two sections consideration is given to several refinements 
of the Gaussian formulation necessary to produce the ,•IRPOL-4 model, 
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TREATMENT OF DEPRESSED ROADWAYS 

The basic Gaussian formulation is capable of analyzing only those.geometric 
configurations in which both source and observer are at or above ground level. 
-However, other geometries can yield to Gaussian analysis under a proper set 
of transformations" /•IRPOL-4 has been designed to analyze geometries other 

than the basic at grade configuration. In particular, A IRPOL-4 is capable of 
analyzing configurations .in which a highway is in a cut and an observer is 
outside the cut. (See Figure 4.) in the .steady state, with such a configuration 
the cut is •full • of gaseous emissions. Thus a mass balance indicates that the 

amount of CO leaving the top of the cut must equal that generated on the road 

at the bottom of the cut. Therefore the observer will be cognizant only of a 

virtual source at the top of the cut. (8, 10) This virtual source will not, however, 
have the same dimensions as would the mechanical mixing cell of an actual 

source. This circumstance is the result of the dispersion which takes place 
between the road and the top of the cut. 

The shape of the virtual source "mixing cell" can be estimated by 
a•uming first that the principal distortion will occur in the horizontal and 
that therefore °z-o.will remain approximately 1.5, meters. Secondly it must 

be realized that due to turbulence in the cut, the 'mixing cell" will spread 
horizontally within an angle of about 0°_ < • -< 90°'as it rises from the road, 
if it is unconstrained by the walls of the cut For a cut of depth CHT meters 

then •y at the top of the cut will be 

• =3.0 +2 • tan (•/2) • CHT, meters. 
Yo 

Integration over the estimated range of • yields; 

(14) 

(15) 
o •, 3.0 + 0.88 • CHT, meters. 
Yo 

If, however, the rising "mixing cell" is constrained from spreading in the 
horizontal by the wails of the cut CWIDTH meters wide, then •vo could never 

get larger than approximately 3.0 + CWIDTH/6, meters. Therefore, for this 

geometry the final form of •Yo becomes 

• • 3.0 + min (0o 88 • CHT, CWIDTH/6 0), meters. (16) 
Yo 

Thus the only transformations necessary to analyze this source/observer 
geometry are to locate the virtual source at the top of the cut and to establish 

• which, in turn defines a new offset parameter for the •y function. The 
Yo final outcome of these transformations is then to model this geometry with 

larger horizontal dispersion parameters and a virtual source at the top of the 

cut as one intuitively would have surmised. 
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The analysis of a geometry which places both a roadway and a receptor 
in a cut is quite diffivult under the Gaussian formulation. This geometry 
generally places the receptor in a field of strong localized eddies, an untenable 
situation for a gaussian model. However, in the parallel wind case, the effects 
of localized eddies are minimized as the wind channels down the cut with 
little disturbance..Thus the Gaussian formulation is an acceptable modeling 
technique for this geometry, given that the wind flow must be confined to the 
parallel case. 

This conditionalapplication of the. Gaussian formulation is not as 
restrictive as it might at first appear. Surface winds in-general tend to channel 
down a cut section. Furthermore, when wind flows are not parallel to a cut 
section, they tend to produce a higher turbulence in the cut. Thus modeling 
the parallel wind condition in a cut section should pro•luce at least an order of 
magnitude estimate of,. and will often produce an upperbound for, the general 
ca se conditi on. 

There are two transformations necessary to analyze this restricted 
version of a road and a receptor in a cut. First, one must determine the 
distance, X, beyond the mouth of the cut from which significant amounts of 
pollutant will enter the cut and thus contribute to the pollutant level at the 
receptor. This may be accomplished by finding X, in meters, such that 

• (X) 4 • CWIDTH (17) 
y 

where CWIDTH is the cut width in meters. Equation 17 produces a conservative 
estimate o£ X since only about 70% of the pollutants from points less than? X 
meters from the mouth•of the cut will enter the cut, while virtually none of the 
pollutants from points greater than X wili enter. To further assure a conservative 
estimate, stability class F is used to solve for X, and gives 

4. CWIDTH-(• (X) =0.06387. (X +72.0415) 
y 

which yields 

X= 
(4. CWIDTH• 1" 1111 

/ 

0.9000., (18) 

72. 0415 meters. (19) 

This value of X is then used to determine ULENGH, the upper limit of integration 
by taking 

ULENGH min (ULENGH, CLENGH + X), in meters. (20) 

The reader should also recall that for parallel winds, the lower limit of 
integration is M 0. 

The second transformation necessary to analyze this geometric condition 
is one to account for the horizontal confinement of pollutants by the canyon 
wails. Vertical dispersion will, of course, be unaffected by the cut. Pollutants 
from any point on the roadway will disperse downwind in a Gaussian fashion 
in the horizontal until they reach the cut walls. At this downwind distance, 
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reflections from the canyon walls will cause their distribution to begin a 
transition from a normal, N (0, gv2), distribution to a uniform, 
U (-CWIDTH/2 +CWIDTH/2) distiCibution. This transition will evolve over 

some downwind distance which will be a function of CWIDTH and•y. 
Thus depending on their upwind distances from a receptor, roadway 

"points will present either a Gaussian, transition, or uniform distribution of 
pollutants at the reSeptor. A receptor in a cut will therefore, in general, 
perceive pollutants having all three distributions. 

In order to generate the transition and uniform distributions from the 
normal distribution, the form 

i,,, • e • Oy Y 

is allowed to mutate to the form 

cW[D 

as reflections from the canyon walls increase with increasing travel distance. 
This transition must therefore commence when Oy reaches approximately 1/6 
to 1/4 of CWIDTH and progress geometrically as the travel distance increases. 
An elegant yet simple technique for generating this transition distribution and its 
limiting uniform distribution is to allow •v in the denominator of the Gaussian 
distribution to decay to CWIDTH/2 as DIST inreases beyond the point whe.re 
CWIDTH.• 5 *Oy. Thus all three distributions may be mathematically described 
b• the transformation 

e •'c 
•y •Y 

where 

CWIDTH for • < 

CWIDTH [ 
1 + exp -V 

Y 2•'• for •y > 2• 

Thus the road-and-receptor-in-a-cut geometry may be analyzed within 
the Gaussian framework, assuming only that the parallel wind case is at least 
an order estimator for the general wind case. Modification of the upper limit 
of integration and application of the decay function for transition from a normal 
to a uniform distribution enable the transformation of the basic Gaussian model 
to a form capable of analyzing this geometric condition. 

The next secti'on discusses the transformations necessary to analyze 
elevated roadways. 

(21) 
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TREA TMENT OF ELEVA TED ROADW/• YS 

Although the Gaussian formulation is capable of analyzing elevated 
sources, it is not capable of directly analyzing the air quality effect of a 
highway fill section. The basic Gaussian •stack • equations assume that a 
"smokestack does not materially obstruct or alter air flow over the surface 
of the earth. /• fillsection of highway does, however, drastically.alter 
surface wind flow since it forms a physical barrier over which air must 
circulate. 

Wind flows over highway fills produce vertical turbulence to a height 
of 1.5 to 2.0 times the height of the barrier(19) and produce strong localized 
eddy effects in the region of the mechanical mixing cell. Thus a basic Gaussian 
model.cannot yield acceptable results for highway fill geometries. 
/•IRPOL-4, therefore, attempts to transform the basic Gaussian approach 
to compensate for this shortcoming. 

/• partial solution to the problem is to transform •. to account for 
the increased vertical turbulence caused by the fill. Since'the vertical dis- 
turbance extends to 1.5 to 2.0 times HEIGHT, the fill height in meters, the 
obvious transformation is to increase •Zo by approximately HEIGHT/4. 
The implication of this transformation then is that •z o 

is set to 

yielding a new 

1.5 + HEIGHT/4, meters (•Z 
o 

ZOFSET [(1.5 + 
HEIGHT/4)/a] l/b, 

meters 

(22) 

(23) 

where a and b are determined by stability class. 
to all • 

Z" 

This offset is then applied 

This transformation accounts for the increased vertical turbulence 
produced at the top of a fill by wind shear. It does not, however, account for 
the fact that wind flow beneath the source is obstructed by the fill. Therefore, 
this transformation alone is incapable of accounting for the non-Gaussian 
distribution of pollutants below a fill section. 

In fact, then, within the Gaussian framework.there is no transformation 
which is fully capable of accounting for the distribution of pollutants below 

a fill section. The presence, therefore, of a fill section will cause A IRPOL-4 
to underpredict CO concentrations for receptors within approximatsly 
10 • HEIGHT • sin (a) meters of the road. (Field measurements( 13, 14) 
have determined that within this distance from a fill section, AIRPOL-4 will 
have a probable error of prediction of 1.14 ppm CO. 

Of course, /•IRPOL-4 is applicable to the analysis of pollutant 
distributions from structurally elevated roadways, since bridge type structures 
permit wind flow below the road surface. The next section develops the technique 
used in AIRPOL-4 to generate accurate predictions for all positive wind speeds. 
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THE WIND SPEED DILEMMA 

The basic Gaussian dispersion theory is based entirely on the effect of 
macroscale air movement and its induced eddy effects exclusive of localized 
eddy and molecular dispersion effects. Therefore, this theory indicates an 
inverse linear relationship, CO • 

• between wind speed and pollutant levels 
when examined in the context of a mass balance. This relationship, however, 
requires that CO asymptotically approach infinityas 13 approaches zero. This 
situation is, of course, intuitively and empirically unrealistic. 

Field data verify that while, an inverse linear relationship yields 
reasonable predictions at high wind speeds (greater than approximatel• 33, n•i•) 
it produces progressively poorer estimates as wind speeds decrease. (± 
The reason for this behavior is that as wind speeds decrease, the dispersion 
effects of molecular diffusion, vertical thermal transport, and localized mixing 
replace the decreasing dispersion effects produced by macroscale air movement. 

In order to properly model this type of behavior, the authors first 
proposed a relationship of the form 

1 (24) CO • f (l•CLASS) + l• 

where f (.) was to establish the extent to which secondary transport mechanisms 
affect pollutant dispersion. However, there was not sufficient stability class 
data available to reliably,deve!op equation 24. The alternative form, which was 
empirically realizable and which has proven very fruitful, (12) is 

1 
CO• f (l• + l• (25) 

The relationship in this form incorporates most of the elegance of equation 24, 
since CLASS is a function of wind speed, yet retains sufficient simplicity to 
permit empirical justification. 

Logical consideration of the problem indicates that the function 
f (.) in equation 25 must obviously decrease with increasing wind speed. 
Such consideration also indicates that equation 25 must be finite and have a 
negative first derivative which decays to zero with increasing wind speed. 

Given these constraints it was decided to consider all variants of the 
function (l• + a • exp (b • la 

)-] since it provided the most versatility in the 
simplest form. Optimization of this function over 436 data points then produced 

-1 CO • (•+.1.92 • exp (-0.22 ,• )) (26) 
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The implication of equation 26 is that at very low wind speeds, which the 
reader will recall are indicative of high atmospheric instability, CO is inversely 
proportional to 1.92; but as wind speed increases, CO.becomes inversely 
proportional to•., which is the functional form directly obtained from the 
Gaussian theory. Equation 26 differs from the pure Gaussian form by 
3 db at 1.42 m/s, 6 db at 0.57 m/s, and 9 db at 0.26 m/s. 

Thus, although the basic Gaussian formulation produces totally untenable 
results as wind speeds approach zero, the simple modification characterized 
by equation 26 enables/•IRPOL-4 to produce accurate(14) results over the 
entire range of feasible wind speeds when the right-hand_ side of equation 26 is 
used to replace 1/• in equation 7. 

This section concludes the description of-the modifications necessary 
to upgrade the basic Gaussian formulation to a more accurate and more versatile 
model, AIRPOL-4. The next section examines the heart of any highway pollution 
prediction scheme, the estimation of pollution emission rates. 
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EMISSION FA CTORS 

Manual determination of CO emission rates is a tedious and error- 
prone task. Therefore the computer program, A!RPOL-4, contains a sub-. 
program, EFCO (YEAR, MIX, SPEED), which determines average vehicular 
.emission rates given the calendar year, traffic mix, and average traffic speed 
for the condition in-question, 

EFCO is based on the methodology proposed by the EPA in reference. 
20, enhanced by data conventions to improve its computational efficiency and 
an algebraic transformation to increase its range of applicability. These 
modifications, which do not, of course, violate the guidelines detailed in 
reference 20, are discussed below. 

For the sake of computational efficiency and the sanity of the user, 
EFCO considers only two classes of motor vehicles passenger vehicles and 
heavy duty vehicles. To further simplify the calculations while providing an. 
upper bound for average CO emission rates, all passenger vehicles are treated 
as gasoline powered cars and all heavy duty vehicles are treated as gasoline 
powered trucks. 

A major enhancement of the basic EP/• algorithm contained in EFCO 
is the employment of a simple algebraic identity which makes EFCO 
esthetieally and computationally more viable than the EPA procedure. The 
basic EPA method determines an emission rate in gm/veh/km for an average 
vehicle speed of 31.5 km/hr and uses a dimensionless speed correction factor, 
f (S), see Figure 3, 1, 1-1 ref. 20, to convert this emission rate to a rate 
for S km/h-r, i.e. 

ERs ER31.5 * 
f (S). (27) 

-This emission rate is then multiplied by the traffic volume, V, vehicles per 
hour to yield the line source emission strength, in gm/km/hr, i.e., 

=ER ,V. (28) LSERs 
s 

The difficulty here is that f (S) approaches infinity asymtotically as S approaches 
zero, while V approaches zero as S does. Therefore, one is faced with the 
computationally error-prone prospect of calculating the product of a very large 
number and a very small number at low traffic speeds. Furthermore, 
equation 28 becomes indeterminate at S 0. The problem is further compounded 
by the fact that no functional form for f (.) is given in reference 20 and the 
curve of f (.), Figure 3.1.1-1, reference 20, does not even extend below 
20 km/hr. Therefore, since equations having indeterminate forms should 
never be used to model real world events and since extrapolation of asymp- 
totically increasing functions .is certainly inadvisable, AIRPOL-4 makes use 
of the simple identity 

V M • S, (29) 
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where M is the number of vehicles per km. 
equations 27 and 28, yields 

This identity, together with 

LSER ER 
s 31.5 

LSER ER 
s 31.5 

• f (S) .S.M, or 

• f*.:(S) . M, 

(30) 

(31) 

where f*(.)= f (S) . S. 

This new speed correction function .f*.(.•.) is a linear function of S. 
Thus it ig very easy to evaluate using the data in•gure 3.1.1-1, reference 
20, and its linearity in S eliminates all the difficulties inherent in f (.).. 
The defining equation for f*(. )• is 

f* (S) 28.9639 + S/10 km/hr'. (32) 

The ultimate beauty in using f*(...) is that at very low, even zero, 
traffic speeds it isfinite. Thus at low speeds, where M can easily be 
measured, equation 31 provides a computationally viable method of determining 
LSER 

s 

The reader should note that the EFCO and EPA techniques are mathe- 
matically identical and therefore yield identical results over their computab[e 
ranges. The difference in the methods is that the EFCO algorithm has a" 
larger computational range. 

There is, however, some risk in using the approach at very low traffic 
speeds because of the manner in which the EPA has chosen to. collect its data. 
Yet the approach is mathematically viable and must therefore be accepted as 
the present best estimator given the quality Of available data. 

EFCO deviates from the EPA's recommended procedure in only one 
minor respect; i.e., the subprogram uses national average vehicle data 
where the authors have determined that Virginia -specific data are either 
inapplicable or unavailable. This.deviation and the data base for EFCO are 
discussed below. 

The age distribution of passenger vehicles used in AIRPOL-4 was 
obtained from Virginia data. The heavy duty vehicle-age distribution, 
however, was obtained from reference 20, on the assumption that the age 
distribution of the trucks on Virginia's highways is largely influenced by 
interstate traffic. EFCO also.relies on the national averages cited in reference 
20 for annual vehicle miles traveled as a function of vehicle age since such 
data for Virginia registered ve.hicles are unobtainable. 
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SENSITIVITY A NA LYSIS 

This sensitivity analysis has been divided into five major categories, 
interaction of variables, sensitivity to meteorological variables, sensitivity 
to source emission rate variables, sensitivity to geometric variables, and 
sensitivity to sampling time. Throughout this analysis, all figures, except where 
noted, have been geherated using a two-lane roadway having uniform traffic 
and geometry with 

Average Traffic Mix 10% HDV, 

Average Traffic Speed 9 0 km/hr, 

Downwind Source Leagth 2 km, 

Prediction Year 1976, 

Receptor Height 

Road/Wind Angle 

1.5m, 

30 ° 

Sampling Interval 60 minutes, 

Source Height 0.0 m, 

Stability Class D, 

Total Traffic Volume 2000 veh/hr, 

Upwind Source Length 2 km, and 

Wind Speed =. 
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!nteract.ipp ..of ..va ri.ables 

This section discusses the mathematical dependence, independence, 
and interdependence of the parameters constituting a general Gaussian 
formulation. Equation 7, which defines the Gaussian line-source formulation, 
may be factored as 

C 1 
CO =2,r * f (') * gl (') *g2 (') *g3 (') .h(.). (33) 

The function f (.) is the dispersion function resulting from linear transport 
of pollutants. Thus, 

f (.) f (wind speed). 

The functions gl(" ), g2(" ), and g3(" are the source emission functions. 
g (.) describes the line source pollutant emission rate as 

(34) 

Thus, 

g (.) gl (traffic volume), g2 (traffic speed) • g3 (traffic mix, year). (35) 

The function h(. describes the integral of the probablistic dispersion of pollutants 
from the plume centerlines of an infinite number of point sources. Thus, 

h(.) h (sampling time, class, wind angle, geometry). (36) 

Each of the functions in equation 33 is itself Unfactorable. Thus equations 
33, 34, 35, and 36 establish the degree of interdependence among the variables 
constituting a Gaussian formulation.. 

The sensitivity of CO pollution levels to changes in each of the factors 
in equation 33 is, of course, a linear function in each of these factors and is 

independent of each of the other factors. Thus, for those factors which are 

functions of a single variable, the response of CO levels to changes in that 
variable is independent of all other variables. Conversely, for those factors 
which are functions of more than one variable, the responses of CO levels 
to changes in each of those variables are mutually interdependent on the 
remaining variables of that function yet are independent of all other variables. 
Variables of the first kind are thus called !'independent •', and variables of the 
second kind are called •'interdependent•: Wind speed, traffic speed, and traffic 
volume are the only independent variables in the Gaussian formulation, and 
CO level is, of course, the only dependent variable. The remaining variables 
comprise two interdependent groups specified by the factors g3(" and h(. ). 
Thus, in the remaining sections of this analysis, the dependencies of CO 
levels on the parameters of g3(" and h(. have each been necessarily 
characterized as functions of their respective groups of interdependent variables. 
The reader should review equations 7 through 23 to gain further insights into 

this interactive behavior. 
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.Sensitivitv to...Mete0ro!ogical .Pa..ra.rn.eter• 

A IRPOL-4 considers three meteorogical variables, wind speed, wind 
direction relative to the line source being analyzed, and Pasquill atmospheric 
stability class each averaged over the user-specified prediction time interval. 
The characteristic effects of these meteorological variables on CO concentration 
are illustratedin Figures 5 through 9. 

Figure 5 shows the variation in CO concentration profiles with change s 
in •, the mean wind speed, meters per second. 

Figure 6 demonstrates the actual behavior of f(•), equation 34, for 
both the basic Gaussian model and AIRPOL-4. Since • "is an independent 
va•'iable, CO concentration varies with l• as f (l•)does. The reader should 
particularly observe the asymptotically infinite behavior of 

f (l•) i/• (37) 

which is used in the basic Gaussian formulation, 
as contrasted with the finite 

range of 

f (l•) 1/(l• + •1.29. exp [-.0.22 • 
l•]), (38) 

which is used in AIRPOL-4. 

As discussed above, field dam(13) indicate that equation 37 is generally 
unacceptable at low wind speeds but produces reasonable predictions above 3 m/s. 
Notice then, as Figure 6 clearly indicates, that equations 37 and 38 are 
virtually identical for • > 3 m/s. Thus the success of equation 38 is a result 
of its behavior below 3 m/s. This behavior, as discussed previously, is a 
product of the concept of "residual turbulence", or microscale atmospheric 
disperson, which arises in the absence of macroscale air movement. This 
concept demands that equation 34 be rewritten as 

f (.) f •, residual turbulence) (39) 

which then yields equation 38 empirically. As a final point, observe that 
equations 37 and 39 indicate that the basic Gaussian formulation tacitly assumes 
the residual turbulence to be zero. 

Figure 7 illustrates the variation in concentration profiles with changes 
in atmospheric stability. This variation is, of course, a linear function of 
h (.), which is itself a function of several mutually interdependent parameters 
as indicated by equations 33 and 36. (Equations 7 through 23 provide a 
thorough description of the interaction of these variables. This figure 
demonstrates the tendency for concentrations near the source to increase with 
increasing atmospheric stabilit.y, while concentrations far from the source 

decrease with increasing stability. These changes in concentration profiles 
are a direct result of the increase in lateral dispersion as atmospheric stability 
decreases. 
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Figure 8 is a graph of CO concentration profiles versus a, the acute 
angle between the road and the mean wind direction. As with stability class, 
the variation of concentration with angle is a function of the mutually inter- 
dependent parameters of h (.), The skewing of the characteristic bell-shaped 
curve toward the downwind receptor and the accompanying decrease in peak 
concentration as a increases from 0 ° to 90 ° is a result of wind action transporting 
pollutants away from the road rather than down the road. In other words, 
as a approaches zero (i. e., wind blowing down the roadway) the horizontal 
crosswind dispersion process becomes important and replaces the downwind 
dispersion process, as far as concentration levels at a receptor point off the 
roadway are concerned. 

An interestingaspect of Figure 8 is the shape of the c• 0 ° curve. 
This curve, which has the characteristic bell shape, is basicallythe integral 
of a sequence of Gaussian curves having increasing variances and constant 
mean. Thus, in absolute value, the curve has a larger first derivative near 
the mean and a smaller first derivative far removed from the mean than 
a pure Gaussian curve. In the c•.• 0 ° cases the curves are basically the 
integrals of sequences of Gaussian curves having non-constant means as well 
as non-constant variances. However, at small receptor distances from the 
road, these means do not change appreciably until a nears 90 ° Thus, except 
for the graph at a 90 °, the curves in Figure 8 maintain this characteristicly 
large first derivative near the roadway. 

The function h (.) and its parameters constitute points in a thirteen- 
dimensional vector space. Thus, to graphically illustrate the total interactive 
effects of each of these mutually interdependent variables would be infeasible. 
The interactive impact ofCLASS and a as a function of the remaining para- 
meters of h (.) does, however, deserve comment. 

Figure 9 shows the interactive effects of CLASS and a on CO concentrations 
at receptors 15 meters from the downwind and upwind sides of the roadway. 
Notice that on the downwind side the peak concentration point shifts from about 
3 ° for stability class F to about 45 ° for class A. This is a direct result of the 
interaction of decreasing lateral dispersion with increasing atmospheric 
stability, and decreasing interval of integration, equation 7, with decreasing 
c•.• On the upwind side of the roadway, however, the peak concentration point. 
as a function of a is at a= 0 °for all stability classes. This is the result of 
the decreasing interval of integration with increasing c• on the upwind side of the 
roadway. 
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S•_nsi_tiyity to S_ourc.e..E .missi0n .R__at_.e_ .Parameters 

AIRPOL-4 uses four emission rate parameters, traffic volume, average 
traffic speed, average traffic mix, and prediction year. The effects of these 
variables on CO concentrations are displayed in Figures 10 through 17. 

Figure i0 illustrates the change in CO concentration profiles with 
variations in TFVOL, traffic volume. This change is a linear function of 
gl (TFVOL), which as Figure 11 demonstrates, is itself a linear function of 
TFVOL. Thus CO concentration is a linear function of the independent 
variable TFVOL. 

Figure 12 illustrates the effect on CO concentration profiles of changes 
in mean traffic speed, TFSPD. This effect is a linear function of g2 (TFSPD), 
which as Figure 13 illustrates, is a simple linear function of TFSPD. There- 
fore, CO concentration is a linear function of the independent variable, TFSPD. 
(This, of course, requires that TFVOL be given in veh/km.) 

Figure 14 displays the variation in CO concentration profiles With changes 
in TFMIX, the average percentage of heavy duty vehicles. Notice that this 
variation is a linear function of g3 (TFMIX,.), as indicated by equation 33. 
Figure 15 illustrates the behavior of g3 (TFMIX,.) as a function of the mutually 
interdependent variables TFMIX and prediction year, notice that g3 (TFMIX,-) 
is a linear function of TFMIX. Thus for any fixed value of the prediction, •,ear, YR, 
CO concentration is a linear function of TFMIX. 

Figure 16 shows the variation in CO profiles with changes in YR.. 
This variation, as indicated by equation 33,is a Iinear function of the factor 
g3(', YR). The actual behavior of the function g3 (', YR)as a function of 
the mutually interdependent variables TFMIX and YR is illustrated in 
Figure 17. The reader should note that, as defined by reference 20, tg•a(. YR) becomes a function of TFMIX alone for all prediction years later 

n 1989. 
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•Sensiti,vity t,o.., Geometri__c: .Parame.te..rs 

AIRPOL-4 considers six geometric input parameters for at grade and 
elevated roadways. These are source elevation, upwind source length, down- 
wind source length, receptor elevation, receptor distance from source, and 
relative receptor location, i.e., whether the receptor is on the upwind or 
downwind side of the roadway. For roadways in cuts, AIRPOL-4 requires 
three additional parameters:- width of the cut, tength of the cut, and receptor 
location relative to the cut, i.e., whether the receptor is in the cut or on the 
plateau above the cut. The effects of these variables are considered in Figures 
18 through 24. 

Figure 18 shows the effect of changes in positive source elevation, SH,. 
on CO concentration profiles. The reader should notice that concentration 
profiles become increasingly more sensitive to SH perturbations as SH nears 

zero. This is an obvious result of equations 7, 22, and 23, which demonstrate 
that concentration varies as a negative squared exponential of SH. Figure 18 
also indicates, and these equations affirm, that concentration sensitivity to 
SH diminishes with increasing source to receptor distances. Furthermore, 
this diminution is most dramatic for small a, high atmospheric stability, and 
receptors upwind of a source 

Figure 19 .displays the effect on concentration profiles of changes in 
USL, the upwind source length. /•s equation 7indicates, USL wilt generally 
have a larger effect on upwind receptors than on downwind receptors. This. 
occurs since USL is the only source of poltutants for upwind receptors; wh.ile 
both USL and DSL, the downwind source length, contribute to concentrations 
at downwind receptors. Also, the effect of USL on concentration is greatest 
for receptors near the source at small a. Only for a large a does USL 
significantly affect receptors farther than 50 meters from the source. Finally, 
the effect of USL is atso dependent on sampting time and stability, in that 
high instability and long sampling times diminish the impact of USL on downwind 
receptors and increase its impact on upwind receptors. 

Figure 20 shows the effect on CO concentration profiles of DSL, the 
downwind source length. For downwind receptors, this effect is most prominent 
at a= 90 ° and decreases to no effect at a 0 °. DSL has no effect on upwind 
receptors under any conditions, as shown by equation 7. Also, as with all 
geometric parameters, the influence of DSL is a function of its mutually 
interdependent parameters of h (,). 

Figure 21 illustrates the behavior of.CO concentration profiles as a 

function ofreceptor elevation, RH. The reader should note that this behavior 
is very similar to that for SH. In fact, in a basic Gaussian formulation, the 
effects of SH and RH are exactly identical, as equation 7 illustrates. In 
/•IRPOL-4, however, the influence of SH.has been modified by equations 22 
and 23 to reflect the increase in turbulence produced by the. physical presence 
of a fill. 
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The reader should notice that concentration profiles are most sensitive 
to RH variations when RH is near zero. This can also be seen from equation 7, 
which reveals this effect to be a function of a negative squared exponentialof 
RH. Also, as indicated by Figure 21 and affirmed by equation 7, the effect of 
RH diminishes with increasing source to receptor distance and is a function of 
the remaining mutually interdependent parameters of h (.). 

The effects of receptor distance from the source, D, and relative 
receptor location, CASE, have been tacitly considered throughout this discussion 
and are best understood by simply examining the sensitivity of CO concentration 
profiles to all other variables. In general, concentration diminishes as D 
increases and concentration is less for CASE upwind than for CASE downwind. 
As with all parameters of h (.), however, explicit Characterizations of the 
effects of D and CASE are not feasible. 

Figure 22 demonstrates the influence of cut depth, CHT, on CO 
concentration profiles for an observer outside a cut section of roadway. The 
reader should observe that CHT has very little influence on concentration 
except near the edge of the cut. /•lso, the effect of CHT is a diminishing 
function of increasing • and increasing atmospheric instability, as equations 
7 and 16 demonstrate. Additionally, this effect is a complex function of the 
remaining mutually interdependent parameters .of h (.). 

The effect oa CO concentration profiles of cut width, CW, for the 
geometric condition of a source and a receptor in a cut is illustrated ia Figure 
23. (Recall-that for this geometry, /•IRPOL-4 forces a 0 o. Notice that 
decreasing CW increases concentration..This increase is most dramatic at 
small values of CW. The reader shou[d note that the curves in Figure 23 all 
maintain the characteristic bell shape as indeed they should. Source points 
for upwind of the receptor present a uniform distribution of polIutaats at the 
receptor, while source points close to the receptor present a Gaussian 
distribution at the receptor. Thus, the receptor will be subjected to the sum 
of these distributions, which, as indicated in Figure 23, will be essentially. 
a Gaussiaa profile shifted to higher concentrations. 

F•gure 24 illustrates the effect of changes in cut length, CL, on 
concentration profiles for receptors in a cut. This effect is particularIy easy 
to appreciate. As figure 24 and equations 7 and 17 through 21 demonstrate, 
increasing CL causes an increase in concentration up to a limit determined 
primarily by CW, CI•SS and PTIME, where PTIME is the sampling.interval. 
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Sensitivit.v to Sampl.ing Tim_e 

Figure 2.5 illustrates the behavior of CO concentration profiles as a 

function of .PTIME, the sampling interval. The reader should note that increasing 
PTIME generally re.suits in more lateral dispersion, as indicated by equation 13. 
Thus, as Figure 25 demonstrates, increasing PTIME lowers peak concentrations. 
Notice that PTIME affects upwind receptors substantially more than downwind 
receptors. Also note that receptors near the source are affected more than 
those farther away. Furthermore, as one can deduce from equation 7, the 
effect of PTIME is strongest for a• 0 ° and diminishes,to no effect at a 90 °. 
As with the other parameters of h (.), the total effect of PTIME on concentration 
is impossible to illustrate graphically due to the mutually interdependency of 
these parameters. 
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SUMMARY 

The preceding arguments have demonstrated that AIRPOL-4 is a 
theoretically sound extension of the basic Gaussian dispersion formulation. 
Furthermore, these arguments have firmly established that the innovations 
employed to produce "AIRPOL-4 are not only theoretically valid but also 
mathematically tenable.. Specifically, this report has demonstrated that 
AIRPOL-4: 

1) Predicts CO concentrations upwind as well as.downwind 
of a roadway, 

2) achieves greater accuracy at a lesser cost than those 
Gaussian models using standard numerical integration 
techniques, 

3) yields time averaged CO levels for any desired sampling 
interval, 

4) predicts CO levels for urban environments, 

5) transforms apparently untenable source/receptor geometries 
into solvable systems, 

6) yields realistic (and certainly finite) predictions for all wind 
speeds >_ O, and 

7) predicts CO levels for all traffic speeds >_ 0. 

54- 



R E COMME NDA T IO NS 

This report has demonstrated that AIRPOL-4 represents a significant 
advancement in the field of air quality modeling in terms of both predictive 
theory and cost effectiveness. Thus, the Department should implement 
AIRPOL-4 as the predictive tool to be employed in the preparation of environmental 
statements. 

The Department also should encourage and support research to improve 
the techniques for estimating atmospheric stability and the vertical and horizontal 
Gaussian dispersion parameters in urban environments. This research should 
be designed to yield a reliable method for estimating the Gaussian dispersion 
parameters as continuous functions of readily available meteorological and 
topographical variables. 
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